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PagerDuty allows your IT Ops and DevOps teams to collect all
relevant signals in one place, so incidents can be addressed as they
arise, in real-time. It also integrates with over 350 tools to manage
your real-time digital operations, helps your cloud migration projects
move quickly, and decreases the impact of issues throughout the

migration lifecycle.
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Part 1: Subscribing to PagerDuty

Step 1 PagerDuty can be found in AWS Marketplace. Select the Continue to Subscribe

button.

& aws marketp Signiin or Create a new account

Categories Delivery Methods: Solutions Migration Mapping Assistant  Your Saved List Partners  Selin AWS Marketplace  Amazon Web ServicesHome  Help.

O

Step 2

O

Steps1-20of2
Part 1 Complete

Migration Mappl

PagerDuty

Sold by: PagerDuty

PagerDuty

Continue to Subscribe

Save to lst
gerDuty help:
turing any signal into the right insight and action so you can innovate and scale both your
~ Show more
| 508 external reviews &
Overview Pricing Usage Support Reviews

Product Overview

PagerDuty’s digital ops management platform empowers teams to proactively mitigate
customer-impacting issues by automatically turning any signal into the right insight and
action. Please note: You can purchase Modern Incident Response and Event Intelligence on
top of Team and Business. However, if you purchase Digital Operations both of those
products are included as part of the plan. Please do not purchase more than one type of
Team or Business on a single order.

- On-Call Management and Notifications: Distribute on-call responsibility by configuring
custom on-call schedules, rotations, and escalations

- Enterprise Class: Leverage a platform buit for scale on AWS.

- Extensible Platform: Count on secure-by-design, reliable architecture, 350+ native
integrations, and best-in-class API support.

- Event Intelligence: Ingest events from any source, extract signal from the noise, and
automatically trigger advanced workfiows

- Modern Incident Response: Engage the right responders and business stakeholders in
seconds for effective response to the most critical incidents.

- Integrates with AWS CloudWatch, CloudTrail, GuardDuty, Security Hub, EventBridge, &
Personal Health Dashboard: Minimize business disruptions by identifying incidents.

- Cloud Migration: Help cloud migration projects move quickly, while decreasing the
impact of issues that occur throughout the migration lfecycle.

Highlights

« Improved Real-Time Digital Operations for AWS: Cloud
infrastructure is, by nature, constantly changing as new.
instances are spun up or decommissioned. PagerDuty
lets IT Ops and DevOps teams collect allrelevant signals
in one place, 5o they can address incidents as they arise,
in real time.

Connect 300+ tools to manage your digital operations in
real time. Integrations include CloudWatch, CloudTrail,

GuardDuty, Personal Health Dashboard, Jira, JIRA, Slack,
Nagios, Cisco, Jenkins, Zabbix, Splunk, Trend Micro, New

Relic, DataDog, SignalFX, Sumo Logic, ServiceNow

« Streamlined Cloud Migration with Confidence: PagerDuty
helps cloud migration projects move quickly, enables
teams to adopt modern technologies and processes,
decreases the impact of issues that occur throughout the
migration lifecycle, and continuously improve their
overall operations.

g Assistant  Your Saved Lt

PagerDuty

Configure your Software Contract

Choose the contract that suits your needs. You're charged for your purchase on
your AWS bill After you purchase a contract, you're directed to the vendor's site to
complete setup and begin Using this software. For any software use beyond your
‘contract limit, youre charged consumption pricing.

Contract Duration

® 12 months 24 chonths. 36 months

Renewal Settings

Auto Renew when this contract ends on - Fri May 28 20212
® ves

O No

I understand that when | renew, the seller's pricing terms and end user
license agreement (EULA) might have changed. On the renewal date, | will be
billed based on the price and EULA applicable on that date, which | can find
on the Vour Marketplace Software page.

Partners arketplace

By subscribing to this software, you agree to thd
pricing'terms and the seller's End User Lice
Agreamehs (EULA). You also agree and
acknowledga that AWS may share inforeition
about this transation (including y6ir payment
terms) with the respective seller,reseller or
underlying provider, as applicable, in accordance
with the AWS Privacy Notice. Your use of AWS
services s subject to the AWS Customer Agreement
or other agreement with AWS governing your use
of such services

Total Contract Price $0

Due Today
Auto Renew -Yes

Select contract Option(s)

Contract Options

Digital Operations $1188/Users

Everything you need fof digital ops. $99/user/month

Select the duration of your contract and contract options, then select the Create
Contract button.

Amazon Web Serv
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Part 2: Demonstration Guide for PagerDuty

Note: This demonstration will use a pre-configured version of PagerDuty.

Step 1

[Critical}ncreased response time detected on
payment®Platform, High Error rates 91%
SHOW DETAILS (7 triggered alerts )

at 5:43 PM Customer Portal

Acknowledged m High

#4026

PerPage: |25 4| ¢ 11 >

Step 2 Select the incident title to view additional information.

PerPage: |25 4| ¢ 11 >

Activity over last 7 days

O

Steps 1-2of 14

PagerDuty Incidents  Alerts  Configuration~  Analytics~  Add-ons~  Visibility ~ Status All Teams
Incidents on All Teams
Your open incidents All open incidents
O triggered 0 triggered
1acknowledged 1acknowledged
Go to incident #.
Open  Triggered  Acknowledged Resolved  Any Status AllIncidents < Assignedtome | All ‘
Status Priority . Urgency ¥  Title Created + Service Assigned To

PagerDuty Incidents  Alerts  Configuration~  Analytics~  Add-ons~  Visibility ~ Status All Teams
Incidents on All Teams
Your open incidents All open incidents
Otriggered O triggered
1acknowledged 1acknowledged
Go to incident #...
Open Triggered  Acknowledged Resolved  Any Status AllIncidents s e
Status Priority . Urgency ¥ Title Created = Service Assigned To
Acknowledged m High [CriticallIncreased response time detectedon  at 5:43 PM Customer Portal
latform, High Error fates 91%
HOW DETAILS (7 triggered aleft8) Y00

In cooperation with CYBRARY

Once you have subscribed to PagerDuty and logged in, you will see the Incident tab.

T ® O

+ New Incident

Next Steps: Your Tools
Add all your tools to begin
monitoring your systems
today:

+ Add new services

When am | on call
next?

from Jan 31,2018

at10:08 AM

SN:ITSM Engineering
LEVEL 1 £
SN:PeopleSoft HRMS
LEVEL 1

Customer Website
Escalation

LEVEL 2

House On-Call

VEVEL 2 88

T ®O

+ New Incident

Next Steps: Your Tools
Add all your tools to begin
monitoring your systems
today:

+ Add new services

When am | on call
next?

from Jan 31, 2018

at10:08 AM

SN:ITSM Engineering
LEVEL1 9
SN:PeopleSoft HRMS
LEVEL 1

Customer Website
Escalation

LEVEL 2 £

House On-Call

LEVEL 2 £

until Apr 8, 2020
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Step 3 Here, you can see details of the incident.

DagerDuty  incidents  Alerts  Configuration~  Analytics~ ~ Add-ons~  Visibility  Status All Teams - ®
NCIDENTS » INCIDENT #
. ) 5 bURATION
[Critical] Increased response time detected on payment Platform, ... ¢ &t PRIORITY ~
7 alerts. La ad his 43 PM. m 00h 51m
© Snooze v 1 Escalate ~ @ Reassign & Add Responders » RunaPlay v More Actions

sus Acknowledged by Responders

urcency | High 2

opened  5:43 PM (an hour ago) Tjoined, 6 pending
vice Customer Portal >

N Customer Portal

npoLicy Customer Website Escalation Acknowledged at 5:48 PM (an hour ago)

North America Card Procesing

SYNCED Wi JIRA Cloud 3@
JESPONDERS 1@ 6 © [pending],

On Call Engin
SLACK CHANN t Channel L3
kcHANNEL Set Channel Requested at 5:53 PM (41 minutes ago)

Tnandinal

O

Step 4 If you scroll down the page, you can also view information on past incidents.

[pending],
Requested at 5:55 PM (39 minutes ago)
Alerts@  Status Updates  Timeline PastIncidents  Related Incidents @z EE0 Requested at @U[gegﬂ‘(n!,gl}’mc;ztes ago)

@ Similar Incidents is now Past Incidents e

We renamed Similar Incidents to Past Incidents in order to better describe it's functionality. Learn more [pending], On Call Engin
Requested at 5:52 PM (42 minutes ago)

Median incident duration @ Last 6 months Last 7 days

2 5 0 8 pastincidents like this 1 pastincidents like this Notwork Escalation|) 129
m S Nov 4, 2019 - May 4, 2020 Apr 27,2020 - May 4, 2020 [pending], On Call Engin.
Requested at 5:53 PM (41 minutes ago)
Dec Jan Feb Mar Apr May [pending],
On CallEngin..
Mon | ] Requested at 6:08 PM (26 minutes ago)

dd Responders

Number of past incidents like this

% 5-8 912 1315

Notes

May 4, 2020

Top 5 past incidents like this

Working on this
5:51pm
Title Duration I’)lealed Last changed by

[Critinall Innrascad racnnanea tima datantad an naumant Rm RNe 2t £.RO DM

O

Steps 3-4of 14
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Step 5

O

Step 6

O

In cooperation with CYBRARY

You can resolve an incident by selecting the Resolve button at the top right of the

page.

PagerDuty Incidents  Alerts  Configuration~  Analytics»  Add-ons~  Visibility ~ Status

INCIDENTS > INCIDENT #4026

[Critical] Increased response time detected on payment Platform, ...

7 alerts. Last alert added to this incident at 5:43 PM.

# Edit

© Snooze ~ ‘ ‘ 1 Escalate + ‘ ‘ @ Reassign

\ & Add Responders » RunaPlay ~

More Actions v

status  Acknowledged by ureency | High $

opened  5:43 PM (an hour ago)

MPacTED seRvice  Customer Portal
ASSIGNEDTO

i SERVICE DESCRIPTION Customer Portal
escaLATIoNPoLicy Customer Website Escalation

mpacTeDBUSINESS  North America Card Procesing

CONFERENCE SERVICES

syncepwitH JIRA
RESPONDERS 1@ 6 ©

JIRAISSUE
sLACKCHANNEL  Set Channel

You can then add a note and resolve the incident.

PRIORITY ¥

Resolve "[Critical] Increased response time det... *

Resolution Note

restarted service|

Note: Once resolved, this incident cannot be reopened.

Resolve Incident Cancel

Steps 5 -6 of 14

All Teams *. @

STATUS DURATION

Acknowledged = 00h 52m

\

Responders
1joined, 6 pending

ASSIGNED TO:

Acknowledged at 5:48 PM (an hour ago)
REQUESTED RESPONDERS:

Cloud 3@

[pending],
On Call Engin...
Requested at 5:53 PM (42 minutes ago)

Co
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Step 7

Step 8

O

In cooperation with CYBRARY

The incident will then show as Resolved at the top right of the page.

PagerDuty

INCIDENTS > INCIDENT #4026

Incidents Alerts

Configuration~  Analytics~  Add-ons~  Visibility ~ Status

Incident 4026 and all its related alerts have been resolved.

[Critical] Increased response time detected on payment Platform, High ...

7 alerts. Last alert added to this incident at 5:43 PM

+ New Postmortem Report

» RunaPlay + ‘ ‘ More Actions +

STATUS

INCIDENT TIMES

ESCALATION POLICY

CONFERENCE

RESPONDERS

SLACK CHANNEL

Select the New Postmortem Report button at the top left.

PagerDuty

INCIDENTS > INCIDENT #4026

Incidents Alerts

Resolved
URGENCY

Open from 5:43 PM to 6:36 PM (for an A
hour) IMPACTED SERVICE

Customer Website Escalation
SERVICE DESCRIPTION

IMPACTED BUSINESS
SERVICES
60
SYNCEDWITH
Set Channel
JIRAISSUE

High 5

Customer Portal
Customer Portal

North America Card Procesing

JIRA

Configuration>  Analytics»  Add-ons ~ Visibility Status

Incident 4026 and all its related alerts have been resolved.

[Critical] Increased response time detected on payment Platform, High ...

7 alerts’ Last alert added to thi:

+ New Postmortem Report

INCIDENT TIMES

ESCALATION POLICY

CONFERENCE

RESPONDERS

SLACK CHANNEL

Steps 7 -8 of 14

ncident at 5:43 PM,

» RunaPlay v I More Actions v

Resolved

URGENCY
Open from 5:43 PM to 6:36 PM (for an A
hour) IMPACTED SERVICE

Customer Website Escalation
SERVICE DESCRIPTION

IMPACTED BUSINESS

SERVICES
60
SYNCEDWITH
Set Channel
JIRAISSUE

High 4

Customer Portal
Customer Portal

North America Card Procesing

JIRA

AlTeams - ©)
x
PRIORITY + ki RIRAToN
Resolved 00h 52m

Responders
0 joined, 6 pending

REQUESTED RESPONDERS:

Cloud 3@
[pending],
On Call Engin...
Requested at 5:53 PM (42 minutes ago)

[pending],
On Call Engin...
Requested at 5:55 PM (40 minutes ago)

PagerDuty CTO [pending], CTO
Requested at 6:00 PM (35 minutes ago)

All Teams - ®
x
— STATUS DURATION
Resolved 00h 52m
Responders

0joined, 6 pending

REQUESTED RESPONDERS:

Cloud 3@
[pending],
On Call Engin...
Requested at 5:53 PM (42 minutes ago)

[pending],
On Call Engin...
Requested at 5:55 PM (40 minutes ago)

PagerDuty CTO [pending], CTO
Requested at 6:00 PM (35 minutes ago)
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Step 9 Here, you can customize the report information.

PagerDuty Incidents  Alerts  Configuration~  Analytics~  Add-ons~  Visibility ~ Status All Teams S

POSTMORTEMS > [CRITICAL] INCREASED RESPONSE TiM Fostmortem created

Edit Report

@ View Report % Delete Report

For a walkthrough of creating a postmortem report, see the PagerDuty Knowledge Base.
For information on how to run a postmortem process, check out the PagerDuty Incident Response Documentation.

Report Name

[Critical] Increased response time detected on paym
Owner of Review Process

The purpose of the postmortem process is to learn how to
improve both system resiliency and the response process.
The first step is to create a report with relevant data for
Status context and a timeline of what happened. This helps us
understand exactly what what went wrong, the factors that
contributed to it, and what can be done to reduce the impact
and frequency of re-occurrence. The report s intended to be
reviewed during a meeting shortly after incident resolution.

Draft «

Impact Start Time

For more details, you can read about the PagerDuty
2020/05/04 | 17:43 Eastern Time (US & Canada) postmortem process:
https://response.pagerduty.com/after/post_mortem_process
Impact End Time

2020/05/04 || 18:36 Eastern Time (US & Canada)

Step 10 Scroll down the page and select the Slack data to pull into the report.

E PagerDuty

Select incident between impact start and end times:
from 2020/05/04 17:43 to 2020/05/04 18:36 (62m 58s)

Select incident from resolved incidents
OR

Find by incident number:

Enter an incident number + Add This Incident

# Summary

402  [Criticall Increased response time detected on payment Platform, High Error
rates 91% emove

Channels

k o

#pdt-rgarrett-demo
#dshack-demo

#general

O

Steps 9-10of 14
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Step 11 Scroll down the page further and you can select the timeline items to add to the
report.

e Timeline  from 2020/05/04 17:43 to 2020/05/04 18:36 (52m 58s)

Available Data Included in timeline

Tip: You can hold shift to select multiple contiguous entries. These are the entries that will show up on the report.

+ New Timeline Entry

May 4, 2020 May 4, 2020
Incident Urgency settoHigh 5:43PM # Add Summary
Triggered through the API.
sponse time detected on payment Platform, High Error Description: [Critical] Increased response time detected on payment Platform,

High Error rates 91% (View Message)
INCIDENT #4026

[Critical] Increased response time detected on payment Platform, High Error rates

Add to Timeline

543 PM Alert [Critical] Increased response time detected on payment Platform, High
Error rates 91% was automatically added to this incident.
INCIDENT #4026
[Critical] Increased response time detected on payment Platform, High Error 5:43PM # Add Summary
rates 91% Incident Urgency set to High
N ‘ INCIDENT #4026
) e \ [Critical] Increased response time detected on payment Platform, High Error rates

NCIDENT #4026
[Critical] Increased response time detected on payment Platform, High Error

rates 91% . ‘ 6:36PM # Add Summary
J Resolved by |  through the website.
INCIDENT #4026
543 PM Triggered through the API.
Description: [Critical] Increased response time detected on payment [Critical] Increased response time detected on payment Platform, High Error rates
Platform, High Error rates 91% (View Message) 9%
INCIDENT #4026

Step 12 Once you have completed your selections, scroll back up the page and select the View
Report button.

PagerDuty Incidents ~ Alerts  Configuration~  Analytics~  Add-ons~  Visibility ~ Status All Teams & @
POSTMORTEMS > [CRITICAL] INCREASED RESPONSE TiM  POStmortem created =
Edit Report

@ View Report | | x Delete Report:

For a walkthrough of creating a postmortem report, see the PagerDuty Knowledge Base.
For information on how to run a postmortem process, check out the PagerDuty Incident Response Documentation.

Report Name

[Critical] Thcreased response time detected on paym

Owner of Review Process

x o The purpose of the postmortem process is to learn how to
improve both system resiliency and the response process.
The first step is to create a report with relevant data for
context and a timeline of what happened. This helps us

‘ Draft~ J understand exactly what what went wrong, the factors that

contributed to it, and what can be done to reduce the impact

and frequency of re-occurrence. The report is intended to be

Impact Start Time reviewed durin_g ameeting shortly after incident resolution.

For more details, you can read about the PagerDuty

Status

omoninsing | 17.42 Factarn Tima (118 & Nanadal

O

Steps 11-12 of 14
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Step 13

Incidents Alerts

PagerDuty

(@ Edit Report @ Save as PDF

Overview

What Happened
Resolution

Root Causes
Impact

What Went Well?

What Didn't Go So Well?

Step 14

PagerDuty Incidents Alerts
@ Visibility Console

Infrastructure Health

O

Steps 13-14 of 14
Part 2 Complete

EVENTS BY SERVICE
NTS-960 19 SOURCES13  INTEGRATION
L3
o o O &
. e o @ L)

Configuration ~

Analytics ~

Configuration ¥

In cooperation with CYBRARY

You can then save the report by selecting Save as PDF.

POSTMORTEMS > [CRITICAL] INCREASED RESPONSE TIME DETECTED ON PAYMENT PLATFORM, HIGH ERROR RATES 91%

[Critical] Increased response time detected on payment Platform, High Error rates 91%

Add-ons~  Visibility  Status All Teams - @
OWNER OF REVIEW PROCESS
IMPACT TIME

May 4, 2020 at 05:43 PM* to
May 4, 2020 at 06:36 PM*
(62 minutes and 58 seconds)

“All times listed in this report are in Eastern
Time (US & Canada)

Select the Visibility tab at the top to see the overall health of your infrastructure.

Analytics ~ Add-ons ~ Visibility Status All Teams - @
™
**
T 6h 26h 7d
Source  Service
EDT UTC
. ° All Events s
[
Enter service or regex filter (e.g., prodstg)
o o  SERVICES ON ALLTEAMS (20) SHOWHIDEALL

B Behavior - User Engagement Metrics
[ Bulk Payment Transactions
[ Cardholder Data Transfer
[ Catalog
Developer Portal
[ First Bank Service
I Inventory Tracking
7] Login Page
Merchant Processing
[ Mobile Payment Gateway
New Relic:
N ] Offline Transaction Processing
9 s B Payment ntegration
B Payment Processing
[ Platinum Customer Hotline
[ Point of Sale Terminals
Product Recommendations
B Scotia Service
5 Sacuira Acouiear Connaction

co o
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Thank you.

For more information, visit https://amz.run/3GDa
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