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Machine Learning is key to innovation

Enterprise Cloud
Al/ML Services
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Years of growth
Source: IDC Worldwide Semiannual Artificial Intelligence Spending guide, Publication August 2021; IDC Semiannual Public Cloud Services Tracker, TH2021, November 11, 2021
Note: Enterprise Al/ML and Cloud Services (Infrastructure and platform services) categories are not mutually exclusive
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Question: What is generative artificial intelligence (Al)?

e Creates new content and ideas, including conversations,
stories, images, videos, and music

« Powered by large models that are pretrained on vast corpuses
of data and commonly referred to as foundation models (FMs)
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Common use cases
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Where does generative Al fit?

@ Artificial intelligence (Al)

Any technique that allows computers to mimic human intelligence using logic,
O O . : ;
if-then statements, and machine learning

\_) @ Machine learning (ML)

A subset of Al that uses machines to search for patterns in data to build logic
models automatically

‘ Deep learning (DL)
A subset of ML composed of deeply multi-layered neural networks that

perform tasks like speech and image recognition

L S__& Generative Al
_?

Powered by large models that are pretrained on vast corpora of
data and commonly referred to as foundation models (FMs)
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How foundation models work

l Text generation
Summarization
l Information extraction

retrai

Chatbot




Amazon machine learning innovation at scale

Recommendations for you

-
~—F

Your Orders Pet Supplies
nh
1“ —
Beauty & Personal Tools & Home
Care Improvement
4,000 products 1.6 million packages Billions of Alexa First Prime Air
per minute sold every day interactions delivery on
on Amazon.com each week December 7, 2016
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The AWS ML stack

Broadest and most complete set of machine learning capabilities

SPECIALIZED

Business processes Search Code + DevOps Industrial Healthcare

Amazon Personalize Amazon Kendra Amazon CodeGuru Amazon Monitron Amazon HealthLake

Amazon Forecast Amazon DevOps Guru Amazon Lookout for Equipment Amazon Comprehend Medical
Amazon Fraud Detector Amazon Lookout for Vision Amazon Transcribe Medical
Amazon Lookout for Metrics

Al SERVICES
CORE

Text & Documents Chatbots Speech Vision

Amazon Translate Amazon Lex Amazon Polly Amazon Rekognition
Amazon Comprehend Amazon Transcribe AWS Panorama
Amazon Textract Amazon Transcribe Call Analytics

SAGEMAKER SAGEMAKER

CANVAS STUDIO LAB AMAZON SAGEMAKER STUDIO IDE

ML SERVICES Label No-code ML Learn Prepare Store Detect  Build with Train Tune Deploy in Explain Manage Manage
data for business ML data features bias notebooks models parameters production  predictions & monitor  edge devices

analysts c1/cp

Elastic
inference

ML FRAMEWORKS PyTorch, Apache

& INFRASTRUCTURE MXNet, TensorFlow Amazon EC2 AWS Inferentia AWS Trainium
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Amazon Generative Al Portfolio

Choice of many Foundation Models

-—— fm— mm - 3dparty ------ —— Amazon ——
Al SERVICES | Amazon » ty !
D L& LD &
| I 1 I
I I .
Bedrock | . : Code Whisperer |
I I ) Al coding
. | - I
: Titan Text T : Jurassic-2 Claude stab!e companion
Lococoocoooooo e e e e e e e e e e - - - -
ML SERVICES Publicly available mTTTTTT Proprietary models ST
N |
Sagemaker | stability ai a . cohere Light&n Al21 |
I
I
Jumpstart Text2lmage AlexaTM Flan T-5 models | Cohere Lyra-Fr10B Jurassic-1 :
Upscaling 20B DistilGPT2, GPT2 I generate-med Grande 17B
S T ibreviewenly T
s = =

ML FRAMEWORKS .
AR TLRE ( ) 3-way collaboration to move models to

Self Managed ML production on EC2 and Sagemaker
Meta PyTorch Hugging Face
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COdEWh isperer: # Write a function to upload a file to S3.
ML-powered coding companion T g o PR

Uploads a file to an S3 bucket

:param file_name: File to upload
:param bucket_name: Bucket to upload to

PrOVides COde recommendations based on :param object_name: S3 object name. If none then file_name is used

:return: True if file was uploaded, else False

contextual information like
prior code and comments

# Upload the file

s3_client = boto3.client('s3"',
aws_access_key_1d=AWS_ACCESS_KEY_ID,
aws_secret_access_key=AWS_SECRET_ACCESS_KEY,
region_name=AWS_REGION_NAME)

« Entirely new code based on context iy
° Code from plaln Engllsh CommentS sBiclient.‘uploac.I_file(file_name, bucket_name, object_name) |

. print(f'File {file_name} uploaded to S3 bucket {bucket_name} as {object_name}')
« Complete functions return True

except FileNotFoundError:
print(f'File {file_name} not found')
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Generative Al use case in public sector

O Flash card generation, quizzes, personalized learning
0 Accessibility for impaired people

O Educational assistant (Conversational Al)

[}

o
SRS
P

O Information retrieval and synthesis (ex: legal docs)

0 Policy analysis and recommendation

Vehicles)

0 Law enforcement - Sketches generation (individuals.

O Clinical coding assistance

O Ease diagnostic, care comprehension for patients

O Preventive care content generation
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With the growth of Al comes the recognition that we
must all use it responsibly

Our commitment
to develop Al and {C: {é{% 28
7

machine learning A
in < respOnSible Transforming Integrate Nurture and Advance the

. o responsible Al responsible Al educate a more science behind
Way IS |nteg ral from theory into the end-to- diverse generation responsible Al

to practice end ML lifecycle of leaders in ML
to our approach
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GenAl Innovation Center

An AWS investment program from ProServe, pairing customers
with AWS science and strategy experts with deep experience in
Al/ML and Generative Al techniques to:

Who's it for?

@' Organizations that need support selecting
~ and experimenting with GenAl use cases.

® Organizations that need support planning,
.;. executing, and deploying generative Al use
W  ses to drive business value.
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@ genai-innovation@amazon.com

v' Imagine new applications of generative Al to address customer needs
v' Identify new use cases based on business value
v Implement practical and innovative solutions to the most pressing business challenges

How does it work?

Education AWS will conduct sessions to provide some context around
'j GenAl, discuss the art of the possible, review AWS offerings,
)H/ and learn more about your short- and long- term needs

Workshop AWS will conduct a workshop to discuss your GenAl use
) cases, share how others are leveraging GenAl and enabling
}i{ their science teams, and develop an experimentation plan
Proof of AWS will conduct a proof of concept to showcase the power
Concept and expanse of generative Al on AWS using customer data
i, against a targeted use case and present the results to key

stakeholders
=

Production AWS will provide an Execution Roadmap to facilitate

Plan customers to develop and deploy their GenAl use cases in
— production, including considerations for scale & responsible
AT use




Technology & AWS Cap
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Generative Al

dl Generative Al is a type of Al that can create new
content and ideas, including conversations, stories,
images, videos, and music. Like all Al, generative Al
is powered by ML models—very large models that
are pre-trained on vast amounts of data and
commonly referred to as Foundation Mvdels (FMs).
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Rise of foundation models - what has changed?
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2019 2021 2022
YEAR
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2019-2022

1,600x

increase in size of model
as measured by number
of parameters




Traditional Model vs Foundation Model

aWws
~—

© 2023, Amazon Web Services, Inc. or its affiliates.

4 4
I [T S i Im = - s T mmmm s s e (T Ay ]
: N ' Tasks i ] i ' Tasks
(e B
Labeled / ML \ Information Unlabeled Foundation Information
data L IES extraction data model extraction
: L Q&A
I Pretrain E : Adapt E
~ Traditional ML models ~ Foundation models



What are Large Language Models (LLMs)

 Trained on text
Foundation Models

- Excel at natural language prompts

« Have accelerated use cases such as
question answering, code
generation/explanation,
summarization etc.
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What do LLMs do?

- Like all ML models, LLMs make predictions

- The next ‘token’ in a sequence

- They produce a reasonable continuation of text based on the training
data.

Bias Mitigation 4.5%
Transparency 3.6%
Ethics CWA
Accountability 3.1%
Privacy 2.7%

Building honest and responsible Al system requires

~ 2) © 2023, Amazon Web Services, Inc. or its affiliates.



LLMs - Art vs Science

» Picking the most probable token returns flat/repetitive text

Building honest and responsible Al systems requires bias mitigation. Honest and responsible
Al systems require bias mitigation to maintain public trust in technology. Bias mitigation is
the cornerstone of developing honest and responsible Al systems. Building honest and
responsible Al systems requires bias mitigation to maintain public trust in technology.

- 'Temperature’ — parameter controls entropy

Constructing fair and accountable Al systems hinges on bias
AN _ mitigation, a complex dance that intertwines with the very
Tem peratu re = O algorithms we program, asking us to remain vigilant and open
to continual adjustment. Every line of code, every data point we
feed into our Al, can either uphold or challenge systemic bias -

Tem peratu re = 08 9 that's the pivotal role of bias mitigation in constructing Al

systems that are both honest and responsible.
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Superpowers

- Aggregate and summarize complex
content.

« Generate new content / infer on
evidence.

- Improved with limited amount of
domain data.

- Prompt engineering to tailor output.
- Human feedback to tune further.

aWws
~—



Limitations

 Results can be unpredictable -
model hallucination.

- Massive compute for building and
using LLMs

« Output only as good as the
prompt.
— Retrieval Augmented Generation
— Chat & Sessions
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How do | access foundation models?

o ﬁ I SageMaker Jumpstart I

Model hub, deploy, fine-tune

o8 —>| AP

P / Fine-tune C
sl Ly @%} 5y
Amazon ﬂ Layer g gg)
n Bedrock ) :. a SageMa'ker %é Q
ﬂ a Fohljlgzzt;on (] Endpoint Foundation Models (3 lr_;E =
. Prompt /‘ text
Fine-tune ElinloCe NG I Accelerated Computing
Trn1(n), Inf2, P4d, P5
Amazon Bedrock Amazon SageMaker JumpStart
« The easiest way to build and scale generative Al « Machine learning (ML) hub with foundation
applications with foundation models (FMs) models, built-in algorithms, and prebuilt ML
: : . solutions that you can deploy with just a few
« Access directly or fine-tune foundation model Al y PIoY .

using API

. Serverless « Deploy FM as SageMaker Endpoint (hosting)

« Fine-tuning leverages SageMaker Training jobs

« Choose SageMaker managed accelerated
\a,_\f,_;y © 2023, Amazon Web Services, Inc. or its affiliates. Computing inStance



Amazon Bedrock

The easiest way to build and
scale generative Al
applications with FMs
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Amazon Bedrock key benefits

s

Choose FMs from
Al21 Labs, Anthropic,
Stability Al, and
applications using Amazon to find the
FMs through an API,  right FM for your use
without managing case

infrastructure

Accelerate
development of
generative Al

Privately customize
FMs using your
organization’s data

adWws
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Use AWS tools and
capabilities that you
are familiar with to
deploy scalable,
reliable, and secure
generative Al
applications

@

Enhance your data
protection using
comprehensive AWS
security capabilities

27



Bedrock supports a wide range of foundation models

\
FMs from Amazon FMs from Al21 Labs, Anthropic, and Stability Al

(- O ;
| . |
| . |
| . |
| : | |
| | |
| Titan Text Titan : | Jurassic-2 Claude Stable |
: Embeddings | : Diffusion |
| . :
N b J
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Amazon Titan

INNOVATE RESPONSIBLY WITH HIGH -
PERFORMING FMs FROM AMAZON

5 2

Titan Text Titan Embeddings
focused on for enterprise tasks
NLP tasks such as search and

personalization

adWws
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Benefits

Built with 20+ years of Amazon
ML experience

Automate language tasks such as
summarization and text generation with
Amazon Titan Text FM

Enhance search accuracy and improve
personalized recommendations with
Amazon Titan Embeddings FM

Support responsible use of Al by reducing
inappropriate or harmful content

29



Foundation models from top Al startups

ANTHROP\C stability.ai

Jurassic-2 Claude Stable Diffusion
Multilingual LLMs for text LLM for conversations, question Generation of unique, realistic,
generation in Spanish, French, answering, and workflow high-quality images, art, logos,
German, Portuguese, Italian, and automation based on research and designs
Dutch into training honest and

responsible Al systems

adWws
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Privately customize foundation models using your
organization’s data

st

Fine-tune

Maximizing accuracy for specific tasks

m— Small number of labeled examples
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Amazon SageMaker &
SageMaker Jumpstz ‘
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Generative Al: Lay of the land using Amazon SageMaker

END TO END
APPLICATIONS

End-user facing apps with
proprietary and/or
domain-specific models

JumpStart

2

APPLICATIONS
End-user facing B2B & B2C apps

,f A
\ ¥
MODEL HUBS

PROPRIETARY

¥

FOUNDATION MODELS PUBLICLY AVAILABLE

FOUNDATION MODELS

A
4
Amazon SageMaker
Human in loop Studio Experiments Training Hosting
A
\ 4

Accelerator chips optimized for model training and inference workloads

adWws

~ 2) © 2023, Amazon Web Services, Inc. or its affiliates.

Examples: Nvidia GPUs, Trainium, Inferentia

Apps

Models

Platform

_____________

33



SageMaker JumpStart models and features

Publicly available

stability ai
Models Models
Text2lmage AlexaTM
Upscaling 208
Tasks
Tasks :
Machine
Generatg . translation
photo-realistic .
images from Questlpn
text input answering

Improve quality
of generated
images

Features

Fine-tuning on
SD 2.1 model

Summarization
Annotation
Data generation

Models

Flan T-5 models
(8 variants)

DistilGPT2, GPT2

Bloom models
(3 variants)

Tasks

Machine
translation

Question
answering

Summarization
Annotation
Data generation

Proprietary models

adWws

~ 2) © 2023, Amazon Web Services, Inc. or its affiliates.

cohere

Models

Cohere
generate-med

Tasks
Text generation

Information
extraction

Question
answering

Summarization

Light&n

Models

Lyra-Fr
10B

Tasks

Text Generation

Keyword
extraction

Information
extraction

Question
answering

Summarization

Sentiment
analysis

Classification

Al21

Models

Jurassic-1
Grande 17B

Tasks

Text generation

Long-form
generation

Summarization
Paraphrasing
Chat

Information
extraction

Question
answering

Classification




3 ways to use foundation models with SageMaker
JumpStart

SageMaker Studio SageMaker AWS Management
One-step deploy Notebooks Console Preview

PR re—— Fae Eoe Vew Mn Kemel Gt Tabs Semings Help \
O r———— sgnin [Sanup)] |
A Home R ——
R . Amazon SageMaker X
(3 © SageMaker JumpStart - Quick Start Solutions =
o AutoML Accelerate your machine learning workflows with ane-click access to pop ions, example Jup and to end-to-ond solutions that solve common use cases. Getting starte
La— Solutions ML tasks. Data types Notebooks Frameworks. Resources Studio
L2
Notsbook jobs udio Lat
_ Solutions
o Latnch end. 0~ aching lareing sltions that e SageMakert crer AWS seces wa ane clck
* odels ~ @ Document Understanding @ Product Defect Detection @ Dpemand Forecasting @ Lung Cancer §i
Deployments M - - - . e
. n e dota cuscoene of
extracon from text. o deep learing motele HonSmall Cel Lung Cance
Quick start . =
solutions
et View solution > View solution > View salution >
example notebooks
| Foundation Models 1
Launched Quick e
st ases |
—  Stable Diffusion —  Stable Diffusion 2 ~ Stable Diffusion x4 upscaler... & Bloom 167
| L] z
Learning resources ~ I Fine-tunable: No Fine-tunable: Mo
Pap— —
Dacumentation I Source: Hupging Fece
View model » View model > View model >

Guided tutorials
» Ground Truth

Vision Models - o

Fine-tu

» Notebo:

aws 35
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Try-out experience

Cohere Generate Model - Medium
By Cohere [

Try a product demo of the capabilities of this model from Cohere. Do not upload any confidential or sensitive information. Use of this feature s for demonstration purposes only. This demo may not accurately represent the actual response times of the product

Prompt
5 info
Cantext: ¥ General
Temperature 0.9
The United Nations is an intergovernmental organization founded in 1945 with the mission of maintaining international peace and security, promoting human rights, and fastering social and
economic development. It is composed of 193 member states and has its headguarters in New York City.
Question
What is the mission of the United Nations? Number of tokens 100
Answer
Top k ]
Output Top p 0.7
The mission of the United Nations is to maintain international peace and security, promote human rights, and foster soclal and economic developmes
Presence Penalty 0
Frequency Penalty o

Copy output

© 2023, Amazon Web Services, Inc. or its affiliates.




Easy deploy experience

MODEL

Stable Diffusion 2.1 base

text - text to image - foundation models - featured

Open notebook | | .5. Browse JumpStart

Deploy Train Notebook Model details

Deploy Model

Deploy a pretrained model to an endpoint for inference. Deploying on SageMaker hosts the model on the
specified compute instance and creates an internal APl endpoint. JumpStart will provide you an example

notebook to access the model after it is deployed. Learn more.

> Deployment Configuration

> Security Settings

Deploy

aWws
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Easy fine-tune experience

Stable DifoSion 2.1 base Open notebook l I .5, Browse JumpStart

text - text to image - foundation models - featured

Deploy Train Notebook Model details

Create a training job to fit this model to your own data.
This model is pretrained, you will fine-tune its parameters instead of starting from scratch. Fine-tuning can
produce accurate models with smaller datasets and less training time. Learn more.

v Data Source

Select the default dataset, or use your own data to fine-tune this model.

Training data set @

s3://jumpstart-cache-prod-us-east-1/training-datasets/cats_sd_finetuning/

> Deployment Configuration
> Hyper-parameters

>  Security Settings

aWws
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Resources & Getting
Started Today

S—] © 2023, Amazon Web Services, Inc. or its affiliates.



Start your generative Al journey today

Watch Werner
Vogels, AWS VP
and CTO, explain

enerative Al
Y, 7 Y,

Check out the Read
generative Al announcement

webpage k blog post
_ y
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Examples: Retrieval-Augmented Generation

QUESTION AND ANSWER USING DOMAIN SPECIFIC DATASET

Amazon SageMaker JumpStart Augmenting Large Language
+ VectorDB as Amazon Models with Verified Information
SageMaker KNN and Sources: Leveraging Amazon
OpenSource (langchain) SageMaker and OpenSearch for
Knowledge-Driven Question
Answering

adWws
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Example: Domain adaptation and fine-tuning

QUESTION AND ANSWER USING DOMAIN SPECIFIC DATASET

Domain Adaption Fine Tuning using Amazon SageMaker JumpStart on Financial Data

adWws
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https://aws.amazon.com/blogs/machine-learning/domain-adaptation-fine-tuning-of-foundation-models-in-amazon-sagemaker-jumpstart-on-financial-data/

Thank you

Americo Carvalho Sam Palani

Email — americoc@amazon.com Email — sampal@amazon.com
LinkedIn & Twitter - @samx18
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