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Chaos and feature experimentation for
safer, faster deployments with AWS
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Pathway for innovation

Speed > Scale > Strategic

D -

Time to Distributed
value optimized
capacity




You don't add innovation to an organization
You get out of its way!



What is the fundamental
metric for innovation?



Time to value

How long?
Do some work Value to a
customer




Time to value

TICKE

Months?

Do some work Value to a
customer



Time to value

TICKE

Do some work Value to a
customer



Time to value

'/_\ TICKE

— E— —
OOO
Minutes?
Do some work Value to a

customer



There is no economy of scale in software
Smaller changes are better



Lots of small changes

e :
| | N

Automated Tagging Rapid
continuous feature flags, cheap
delivery pipeline . A/B tests builds




Lots of small changes

HOURS to SECONDS

Move from Java Monolith to Go Microservices

SLOW  BIG FAST  SMALL
build build build build



Change one
small thing
at a time

Easier to @'@

Easier to @

Easier to

tell if it breaks

roll back to
previous version

measure time
to value



De-couple

New code from new feature

Incrementally change Turn on features for
system with many testing and when it
small safe updates works—for everyone



Less risk

—

Faster problem detection

Faster repair

S

Less work in progress
changes

Less time merging changes
Happier developers

~

Faster flow

.
oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo



How do we get there?

Measure time to
value everywhere

Automate collection and P ~

reporting of commit to deploy / \



How do we get there?

Learn to do small things quickly

Don't get bogged down speeding up everything
create a fast path for simple and safe changes



How do we get there?

Measure cost per deploy

Build and test cost in $ and people = drive to reduce
Number of tickets filed per deploy - drive to one
Number of meetings per deploy - drive to zero



Jez Humble, Joanne Molesky & Barry O'Reilly

LEAN

ENTERPRISE

How High Performance
Organizations
Innovate at Scale

O'REILLY®

Hypothesis-
driven
development

adWs

N’



Break away
from your old
ways of working

BARRY O’REILLY

adWs

N’



:__I.s“‘_' ;__;' -
e . ’ —

£
The ,’ /
Principlesof
Product
Development

FLOW

Second Generation -
Lean Product Development

DONALD G. REINERTSEN

Theoretical
basis for using
consistently
small changes

aws

\-/7



Get rid of 90%
of your project
managers as
you move to
continuous
improvement

aws

\-/‘7



THE SCIENCE

ACCELERATE

Building a nd Scalin gth Performing
Technology Organizations

Nicole Forsgren, PhD
Jez Humble, and Gene Kim

, / Martin Fo | d Cou yKI
ity S Bl Kt en Whitley Bell

Survey data
showing that
low latency
time-to-value
works

aws

\-/‘7



Learn to do simple things
e quickly to unblock innovation

'{6}' Avoid complex
{@1}& one-size-fits-all processes




@ Time to value

The best IT architecture
today is:

Minimalist, messy and inconsistent

Provides guard rails for security,
scalability and availability

Designed to evolve rapidly
and explore new technologies

Supports low latency continuous delivery



Pathway for innovation

Speed > Scale > Strategic
Time to Distributed
value optimized

capacity




~©\ Distributed
Q_9 optimized capacity

Highly scaled
Distributed for availability
Cost optimized high utilization

Cloud-native architecture



Cloud-native principles

Pay as you go, afterwards

Self service—no waiting

Globally distributed by default
Cross-zone/region availability models
High utilization—turn idle resources off

Immutable code deployments



Pathway for innovation

Speed > Scale > Strategic
Time to Distributed
value optimized

capacity




Chaos engineering definition

Experiment to ensure that the impact
of failures is mitigated



Trends — chaos engineering - 10 yearson.. ..

® Chaos engineering

Software + Compare

Worldwide w 01/01/2010-01/04/2020 ¥ All categories ¥ Web Search +

Interest over time

2010 - First Netflix blog post about Chaos Monkey

the
1 Jan 2010 1 Jan 2013 1Jan 2016 1 Jan 2019




Resilience

% Future %

~.
)

Disaster Chaos Continuous
recovery engineering resilience



We build redundancy into systems so that if
something fails, we can fail over to an alternative

However, our ability to fail over is complex and
hard to test, so often the whole system falls over



How can we do better?



“

The last strand that breaks is not the cause of a failure!

Build resilient systems like a rope, not a chain, but make sure you know
how much margin you have and how “frayed” your system is



Drift into
Failure

From Hunting
Broken Components
to Understanding
Complex Systems

Drift into Failure
Sidney Dekker

Everyone can locally optimize for the right outcome at
every step, and you may still get a catastrophic failure
asaresult...

We need to capture and learn from near misses, test and
measure the safety margins, before things go wrong



Chaos architecture

Four layers, two
teams, an
attitude

Experiment to

AL

ensure that the Chaos
effect of engineering
failures is team
mitigated

Tools

People

Application

Switching

Infrastructure

S]001

New! AWS Fault Injection Simulator

Run experiments to ensure that both availability and
performance impact of failures are mitigated

LEEL

Security
red
team



“You can’t legislate
against failure; focus on
fast detection and .

I —Chris Pinkham T

Observability



Let's see what we can learn
from experts who have been
working on controlling safety

critical systems for decades



Engineering a Safer World

Nancy G. Leveson

Engineering a Safer World

Systems Thinking Applied to Safety — 2012

Professor Nancy G. Leveson — MIT

STPA - Systems Theoretic Process Analysis

STAMP - Systems Theoretic Accident Model & Processes

http://psas.scripts.mit.edu for handbook and talks



http://psas.scripts.mit.edu/

&,

Observability
and control

STPA model

control diagram
Understand hazards that
could disrupt successful
application processing

Customer
requests

Written / trained  Environmental

procedures

inputs

Human controller

e

Throughput

- e -y

' | J
Controls Displays
A
Control plane
1
-=- -)l Actuators Sensors |— ---

Data plane

Completed
actions

Disturbances




&,

What happens if
there is a big
enough disturbance
to break the web
service?

Written / trained
procedures

Environmental
inputs

Human controller

<. <tomer
requescs

Throughput

|

T T |

|

|

|

1 |

Controls Displays [

A I

Control plane 0

|

|

|

|

1 |

-—-- -)I Actuators | | Sensors I- —_————— ]
Data plane Completed

actions

I




Large-scale failures

Application is “out of control,” many possibilities
Automation has failed

Network partition, no route connecting application to customers
Application crashed or corrupted, not easily restartable

Anything else you didn’t think of

Trigger failover to alternative system



Scenario

Symmetry
and assertions

» Services and data
are consistent across
three zones

» Zone failure modes
are independent

» Application should
work normally with
any zone offline

* Routing service
manages failover

Control plane A

Web service A

Availability Zone A

o e e e o o e - e o

Availability Zone B

4 Q p
Human controllers
J
( )
Router control plane
\_ J/
Routing service

| N |
| |
1 Control plane B I
| |
1 \L J 1
| |
| ( A |
I Web service B I
| |
1 L J 1
| |
| |
| |

= o o o e e o oy

Control plane C

Web service C

Availability Zone C



Scenario

AWS AVAILABILITY ZONES

* Router control plane
detects offline AZ, stops
routing traffic
to it, and retries
requests on the online
JAVAS

» Automated response;
what could go wrong?

Control plane A

Web service A

Availability Zone A

o e e e o o e - e o

ray

Human controllers

Router control plane

Routing service

= o o o e e o oy

Control plane B

Web service B

Availability Zone B



STPA hazards

* Missing updates

» Zeroed

» Overflowed

» Corrupted

* Out of order

» Updates too rapid

» Updates infrequent

* Updates delayed

» Coordination
problems

» Degradation over time

e

Control plane A

Web service A

Availability Zone A

o e e e o o e - e o

E&%

Human controllers

Router control plane

Routing service

= o o o e e o oy

Control plane B

Web service B

Availability Zone B

®

Routing control
plane doesn't
clearly inform
humans that
everything is taken
care of, and offline
zone delays and
breaks other
metrics with a flood
of errors



STPA hazards

* Model mismatch

* Missing inputs

* Missing updates

» Updates too rapid

» Updates infrequent

* Updates delayed

» Coordination
problems

» Degradation over time

Confused human
controllers disagree
among themselves
about whether
they need to do
something or not,
with floods of
errors, displays that
lag reality by
several minutes,
and out-of-date
runbooks

Control plane A

Web service A

Availability Zone A

o o o e e o o - e -

-

E&%

Human controllers

Router control plane

Routing service

= o o o e e o oy

Control plane B

Web service B

Availability Zone B

®



STPA hazards

* Not provided

» Unsafe action

« Safe but too early

» Safe but too late

* Wrong sequence

» Stopped too soon

* Applied too long

» Conflicts

» Coordination
problems

» Degradation over time

Human controllers
should not need

to do anything!
However, they

are confused and
working separately,
trying to fix different
problems — some of
their tools don't get
used often, and

are broken or
misconfigured to do
the wrong thing

e

Control plane A

Web service A

Availability Zone A

o e e e o o e - e o

E&%

Human controllers

Router control plane

Routing service

= o o o e e o oy

Control plane B

Web service B

Availability Zone B



zone, and extra work
from a cross zone
request retry storm
causes zones A and B
to struggle and

Human controllers

. In-rush of extra ’ @
M Ost I.l ke ly resu lt traffic from failed [ %5 J C&

Instead of failing triggers a complete
failure of the

over, system application —

falls over meanwhile, the

routing service also
has a retry storm
and is impacted



Failing over without
falling over



How to fail over without falling over

Alert correlation
Floods of alerts need to be reduced to actionable insights (new: Amazon DevOps Guru)
Observability system needs to cope with floods without failing

Run regular chaos engineering experiments (new: AWS Fault Injection Simulator)

Retry storms — prevent work amplification
Reduce retries to zero except at subsystem entry and exit points
Reduce timeouts to drop orphaned requests

Route calls within the same zone



Symmetries

High level of automation, consistent configuration as code
Consistent instance types, services, versions, zones, and Regions
Patterns and guard rails for resilience

Principles
If it can be the same, make it look and act identically

If it's different, make that clearly visible
Test your assumptions continuously



What about multi-Region?

e S

Get AZ failover solid Use STPA to
before attempting analyze multi-Region-
multi-Region specific hazards

©

Follow
Well-Architected
guide patterns



Best wishes for safer, faster deployments

Speed > Scale > Strategic

D ®

Time to Distributed Critical workloads
value optimized datacenter
capacity replacement




Yaniv Bossem
Solutions Architect
AWS
@yanivbossem ()
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“We needed to build systems
that embrace failure as a
natural occurrence.”

Werner Vogels

CTO
AWS

aws | & aws marketplace



AWS Well-Architected Framework

(o)

0

©

‘I

— -
Operational . s Performan
P Security Reliability errormance .CO.St :
excellence efficiency optimization
© 2021, Amazon We b Services, Inc. or its Affiliates. All rights reserved. \..‘_‘!- aws ma rketp la Ce
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Testing resiliency

“The ability of a system to recover from infrastructure
or service disruptions..."”

Design principles for reliability

« Automatically recover from failure

* Test recovery procedures

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \.gl- aWS ma rketp I.a Ce


http://bit.ly/reliability-pillar

Fault isolation to protect your workload

AWS Well-Architected Framework /,
AN

Add a link to your architectural design / |

REL 10. How do you use fault isolation to protect your workload? info

Fault isolated boundaries limit the effect of a failure within a workload to a limited number of components.
Components outside of the boundary are unaffected by the failure. Using multiple fault isolated boundaries,
you can limit the impact on your workload.

( Question does not apply to this workload Info

Select from the following

Deploy the workload to multiple locations Info

\ omponents consiraj

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS ‘ \.:i:,- aWS ma rketp I.a Ce


https://bit.ly/use-fault-isolation

AWS Regions and Availability Zones

AWS Regions are physical locations around the world where we cluster data
centers

24 AWS Regions worldwide Each AWS Region has Each Availability Zone is one or
multiple Availability Zones more discrete data centers

@ Availability
& Zone
@ P &
09 eo 99@ 7’ - \
© ¢%© (4] S /
Availability Availability Data center  Data center
Zone Zone N

\
S\ o
o \@ Availability
Zone

A Region is a physical Data centers, each with redundant
. exeEtierm in dha werle power, networking, and connectivity,

housed in separate facilities

Data center

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.



Chaos engineering: A scientific method

IMPROVE STEADYSTATE
N
M |
~V
AR HYPOTHESIS

A 4

RUN EXPERIMENT

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \g,- aWS ma rketp I.a Ce



“ 4

ChaOS experiment ERLAY HYPOTHESI

—

Inject that simulate N RUN R/

EXPERIMENT
like servers dying

like malformed responses
Nonfailure events, like spikes in traffic or events
Any event capable of disrupting steady state

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \E,- aWS ma rketp I.a Ce



Tools for the job

Just use these?
Yes! Absolutely. Please do.

Plenty of open-source and commercial tools HQ%:/?H

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \:’i:,- aWS ma rketp I.a Ce



AWS Marketplace: Destination for third-party solutions to use with AWS

DevOps Core practices

Collaboration & communication Continuous integration Continuous delivery Monitoring & observability

Microservices and everything-as-code  Testing & quality management Security & compliance Incident management

Ideas

Ideas Ide Plan Build Test Secure Release Operate

Ideas

Sample AWS Marketplace solution providers

& Gremlin CH CloudBees. &3 bigpanda
& LaunchDarkly v moog:soft"

e
= prRicenTis Pageduty [JMERE splunk>  @Hashicop  C5cHEr O NewRelic ¥ DATADOG

JFrog
1,600+ vendors | 8,000+ products

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS) ‘ \‘.=‘!- aWS ma rketp la Ce




AWS Marketplace: Destination for third-party solutions to use with AWS

DevOps Core practices

Collaboration & communication Continuous integration Continuous delivery Monitoring & observability

Microservices and everything-as-code  Testing & quality management Security & compliance Incident management

Ideas

Ideas Ide Plan Build Test Secure Release Operate

Ideas

Sample AWS Marketplace solution providers

¥ Gremlin

e
= prRicenTis Pageduty [JMERE splunk>  @Hashicop  C5cHEr O NewRelic ¥ DATADOG

JFrog
1,600+ vendors | 8,000+ products
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Gremlin: Chaos Engineering Platform

Attacks

Use Gremlin's comprehensive set of 12
Chaos Engineering experiments to find
weaknesses in your systems and reduce

incidents.

Attacks > New

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

0 o Disk
Network
lackh d DNS o 10
o Memory
angth
360
cPU Capacity
80
All Cores
Run the attack

Guidance

Reduce your time to resolution by testing
your monitoring and alerting, and preparing
your teams with real-world failure
scenarios.

Scenarios

Explore, discover, and share your reliabilty practice.

Filtors:  Tochnology

My Scenarios Recommen ded  Shared WithMe  Archived

View Dotails

ice Availability -
Shutdown Attack

Safety

Continuous Status Checks let you
safely monitor your systems during
an attack or Scenario, and halt an
experiment if your systems enter an
undesirable state.

New Status Check x

lidate Auto-Scaling with Status DNS Outage with a Continuous
Status Check
Jsteps

Endpoint URL

~ ¥ nttps://app datadogha.comay

Header Information
Needhelp auther

 Dtadog? Read th Datadog Documentts
b anscy ]
rique that o
tdown the hos.
o) Biackholo DD-APPLICATION-KEY i

aws | &r aws marketplace



Gremlin ‘J PMORGAN CHASE & CO.

JP Morgan Chase increases core resiliency
with Chaos Engineering using Gremlin AWS Cloud

Amazon Route 53

Sufficient failover capacity

RTO/RPO achieved

——————————————————————————————————————————————————————

|| Availability o ' Availability o ¥
Automated resiliency cone L Honzene ! ¥
Service degradation I ¥ o ¥ i
detection i: Amazon EKS ' Amazon EKS :i i: Amazon EKS ' Amazon EKS :i
- - B IR - - I < - B
| << | o <= | S
¥ zgu | : oh zgy | : zgy g
i' Amazon RDS : : Amazon RDS : i E'L Amazon RDS : : Amazon RDS : i

b - - o
1 1

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS ‘ \T‘J.- aWS m a rketp I.a Ce



Example : CPU increase experiment

https://gremlin.awsworkshop.io/

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \:g,- aWS ma rketp I.a Ce



Our architecture for the example

Availability Zone 1 Availability Zone 2 Availability Zone 3

Bvec
Public subnet

NAT gateway

Public subnet

|

|

|

|

I 3

I S b
.
: NAT gateway

|

|

1

|

|

|

Public subnet

_____________________ F R NAT gateway

B

Amazon EC2 :
R A EKS
Kubernetes nodes S S g Kubernetes nodes Kubernetes nodes | , mazon
________________________________________________________________________ |
E ! i .
e oo ] R L !
© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \.‘_.,- aws ma rketp la Ce




Hypothesis

4

. RUN EXPERIMENT
Hypothesis 1
If our EC2 instances CPU increases, then availability will not be impacted

Hypothesis 2
If an entire Availability Zone dies, then availability will not be impacted

Load will be adequately served by remaining two EC2 instances

Elastic Load Balancing will detect unhealthy instance
and reroute requests

Autoscaling will create more instances

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \.gl- aWS ma rketp I.a Ce



Hypothesis
'4

RUN EXPERIMENT

Hypothesis 1
If our EC2 instances CPU increases, then availability will not be impacted

Load will be adequately served by remaining two EC2 instances

Elastic Load Balancing will detect unhealthy instance
and reroute requests

Autoscaling will create more instances

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \.EI- aWS ma rketp I.a Ce



APPLICATION NAME

Sock Shop
EXPERIMENT DETAILS ABORT CONDITIONS CwyeorWesis |
GREMLIN ATTACK

- HTTP 560 X NO IMPACT
Resource - CPU - Instance Count lowers

- Data Loss DEGRADED

SCOPE OF FA

PERFORMANCE
3/3 hosts | 80% CPU Increase
SERVICE OUTAGE

SF FAI

IMPROVED
360 seconds PERFORMANCE

EXPECTED

hat did you see?

DETECTED
HANDLED
AUTOMATE
A DIG DEEPER
.

JOIN US ON GREMLIN.COM

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \E,- aWS ma rketp I.a Ce



Schedules

Clients

Reports

O

(2]

Upgrade

Attacks | Gremlin x| +

& app.gremlin.com,

Attacks

Infrastructure  Scenarios

m Create a new attack.

Completed

je)

Name End Date

Blackhole 7 days ago
fe  Successful 8/27/2020 8:43 am

© 2020 Gremlin Inc.

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

Length

5 minutes

Targets

ip10-0-86-151.ec2

D

cker

nternal

Impact

Blog Contact Us upport

¢ aws marketplace



2 New Attack | Gremiin x| +

C & app.gremiin.com,

Attacks > New

<

~
Hosts
3 available
©

Schedules

‘ Choose Hosts to target

et

Clients

BLAST RADIUS

3of3
HOSTS TARGETED

@ Host

%..# Choose aGremlin
5 t

JU__Run the attack

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

%’ ‘What do you want to attack?

HOSTS IMPACTED

@ container

@

Containers
61

ip-10-0-56-153.

ip-10-0-21-97.ec2.inte

%

Tags

Kubernetes

Exact

aws

¢ aws marketplace



2 New Attack | Gremlin x | +

C @& app.gremlin.com or L 0
Attacks > New @ e e
NoF Cho?maeremlin ® 360 @80

B Want more attacks? Schedule a call with us.

E Resource
Impact cores, workers, and memory.

State
Process killer, shutdown and time travel

Schedules

Clients
Network

Blackhole, latency, packet loss and DNS.

Reports

] v
Docs
<>
Length

1 th of the attack (second: 360

& CPU Capacity
Upgrade ) ntage 1sum , 80
All Cores 4

Run the attack
i e

m Cancel Gremiin API Examples
©2020 Gremlin Inc. Blog ContactUs (EN@JEILTLA]

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aVy

aws marketplace



One minute later...

305

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \:i:,- aWS ma rketp I.a Ce



CloudWatch Management CloudWatch Management Co

& console.aws.amazon.com 2 ® & console.aws.amazon.com

Statistic (multiple) v 1Minute v | 1h 3h 12h 1d 3d 1w custom =

Number of Nodes Average v 1Minute v | 1h 3h 12h 1d 3d 1w custom (30m) ~

14:00 14:15

@ cluster_node_count

7' View in metrics
 View in metrics

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS ‘..‘_.!- aws ma rketp I.a Ce




Chaos engineering: A scientific method

IMPROVE STEADYSTATE
N
M |
~V
AR HYPOTHESIS

A 4

RUN EXPERIMENT
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Action items

 Setup auto scaling

e Setting up alarms

e Setting auto scaling up setup
 Setting auto scaling down setup

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

aWws

¢ aws marketplace



Setup Auto
scaling

[ ] @ EC2 Management Console

€>c
aws

@ New EC2 Experience x

Tell.

you think

EC2 Dashboard wew
Events new
Tags

Limits

v INSTANCES
Instances
Instance Types
Launch Templates
Spot Requests
savings Plans
Reserved Instances
Dedicated Hosts ew
Scheduled Instances

Capacity Reservations

<

IMAGES

AMIs

v ELASTIC BLOCK STORE
Volumes
Snapshots

Lifecycle Manager

v NETWORK & SECURITY
Security Groups New
ELastic IS new
Placement Groups  new
Key Pairs new

Network Interfaces

¥ LOAD BALANCING
Load Balancers

Target Groups e

¥ AUTO SCALING

Launch
Configurations  ew

Auto Scaling Groups New

@ Feedback (@ English (US)

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

Services v

x| +

& console.aws.amazon.com, % o » 0

3

Resource Groups v [ TeamRole/Masterkey @ 3220-.. v  N.Virginia v  Support v

EC2 > AutoScaling groups

Auto Scaling groups (1/1)

Q 1 @
Name v Launch template/configuration [3 v Instances v Status v Desired capacit
I I mod-f679f4081e7  mod-f679f4081e7d405c | Version 1 3 - 3
B = =
Details Activity Automatic scaling Instance management Monitoring Instance refresh

Scaling policies (0) info

No scaling policies are currently specified

Add policy

Scheduled actions (0)

‘ Actions ¥ H Create scheduled action ‘

Q 1 @

Name & Starttime v End time v Recurrence v Desired capacity v Min v Max

No scheduled actions are currently specified

Create scheduled action

Privacy Policy  Terms of Use

aws

¢ aws marketplace



a eme! ons: . CloudWatch Management Cor X =
O a ‘ C & console.aws.amazon.com &= oo » O
u gus) Services v * Qa

Resource Groups v TeamRole/MasterKey @ 3220-.. v  N.Virginia v  Support v

“This alarm will trigger when the blue line goes above the red line for 1 datapoints within 1 minute.
Step3
Add name and Percent > Namespace
description 50 C o
| ) 0 Metric name
Preview and create node_cpu_utilization
30
Instanceld
20
1-0c9527e695615909
10
B NodeName

00:00 01:00 ip-10-0-68-42.ec2.internal
@ node_cpu_utilization

ClusterName

GremlinGameDay58615c90-3¢98-4691-be36-2dc¢

Instance name
mod-f679f4081e7d405¢c-ng

Statistic
Q Average X
Period
1 minute v
Threshold type
O static Anomaly detection
Use a value as a threshold Use a band as a threshold
Whenever node_cpu_utilization i...
Define the alarm condition
O Greater Greater/Equal Lower/Equal Lower
> threshold >= threshold <= threshold < threshold

than...
Define the threshold value.

50

Must be a number

» Additional configuration

Cancel

@ Feedback (@ English (US) Privacy Policy ~ Terms of Use

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \:i!- aWS ma rketp I.a Ce




[ ] @ EC2 Management Console x

&« C & console.aws.amazon.com) 5 v » 0N

; ‘ a le l I p aws Services v Resource Groups v TeamRole/Masterkey @ 3220-. N. Virginia v Support v

EC2 Auto Scaling groups mod-f679f4081e7d405¢-NodeGroup-GSMEM2PRVPUR

Create scaling policy

Policy type

simple scaling v

Scaling policy name

ScaleUp

CloudWatch alarm
Choose an alarm that can scale capacity whenever
Scale-Up-Alarm v

Create a CloudWatch alarm [5
breaches the alarm threshold: node_cpu_utilization > 50 for 1 consecutive periods of 60
seconds for the metric dimensions:

Instanceld = i-0c9527¢695615909

NodeName = ip-10-0-68-42.ec2.internal

ClusterName = GremlinGameDay58615¢90-3¢98-4691-be36-2dc922867422

Take the action

Add v 1 capacity units v

And then wait

600 seconds before allowing another scaling activity

Cancel

@ Feedback (@ English (US)
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@ EC2Management Console x

S C a le d OWl l S
aLN/S Services v Resource Groups v TeamRole/MasterKey @ 3220-.. v N.Virginia v Support v

EC2 Auto Scaling groups mod-f679f4081e7d405c-NodeGroup-GSMEM2PRVPUR

Create scaling policy

Policy type

simple scaling v

Scaling policy name

ScaleDown

CloudWatch alarm
Choose an alarm that can scale capacity whenever
Scale-Down-Alarm v

Create a CloudWatch alarm [
breaches the alarm threshold: node_cpu_utilization =< 30 for 1 consecutive periods of 60
seconds for the metric dimensions:

Instanceld = i-06db15¢65fc70d96¢

NodeName = ip-10-0-44-29.ec2.internal

ClusterName = GremlinGameDay58615c90-3c98-4691-be36-2dc9a2867422

Take the action

setto v 3 capacity units

And then wait

600 seconds before allowing another scaling activity

Feedback (J English (US) Privacy Policy ~ Terms of Use
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Validate

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

¥ New Attack | Gremlin x| +

C @ app.gremlin.com

Attacks > New

w.# ChooseaGremlin
ot e of attack to u

Scenarios

ategory

E Resource
Impact cores, workers, and memory.

State
Process killer, shutdown and time travel

Network
@ Blackhole, latency, packet loss and DNS

Reports

& Want more attacks? Schedule a call with us.

o o * 0
©00
O 360 @so H

Disk

Memory

© 00

Length
ne length of tf
® CPU Capacity
Upgrade k " m N
All Cores v
nst

360

80

Run the attack

m Gancel

© 2020 Gremlin Inc.
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When things do break, the most common
causes were bad code pushes and
dependency issues

https://www.gremlin.com/state-of-chaos-engineering

mazon Web Services, Inc. or its Affiliates. All rights reserved. aWS ‘ \:’i:,- aWS ma rketp I.a Ce



Things break! But we can minimize the
impact and blast radius

© 2021, Amazon Web Serv ices, Inc. or its Affiliates. All rights reserved. aWS \:i:,- aWS ma rketp I.a Ce



Feature flags 0 S
« Allows A/B testing, beta groups etc w o

) i . i Leading-edge feature
» Kill Switches and circuit breakers management tools:

« Config changes are versioned as

code and deployed as code Co CloudBees.

« Throttle requests @’ | aunchDarkly

Available in

e/ aws marketplace

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.



Monitor while you rollout

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \:&T,- aWS ma rketp I.a Ce



AWS Marketplace can help you get started

Q

¥ Gremlin € CloudBees.

nnnnnnnnn

W Terraform &€ LaunchDarkly

L cHEF Ayl GitLab

puppet O New Relic.

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

Buy

Deploy

Through flexible
pricing options:

Free trial
Pay-as-you-go

Hourly | Monthly | Annual
| Multi-Year

Bring Your Own License (BYOL)
Seller Private Offers

Channel Partner Private Offers

©

With multiple
deployment options:

AWS Control Tower
AWS Service Catalog

AWS CloudFormation
(Infrastructure as Code)

Software as a Service (SaaS)
Amazon Machine Image (AMI)

Amazon Elastic Container Service
(ECS)

Amazon Elastic Kubernetes Service
(EKS)

aws | & aws marketplace




Why AWS Marketplace?

Find, buy, and deploy solutions quicker

:'g Other Sources
s
g With AWS Marketplace
g with AWS
:g Other
3 Prteacds Relative Time to Value
=
+———— Finding Solution Buying & Deploying Solution
0 10 20 30 20 50 S0
Average Time (Hours)

IT decision-makers (ITDMS) cut their

time in half using AWS Marketplace
compared to other sources.

*Amazon Web Services (AWS) Marketplace surveyed 500 IT decision-makers (ITDMs)
and influencers across the U.S. to understand software usage, purchasing,
consumption models, and compared savings.

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

Make more satisfying purchases

Cloud readiness of the solution
Procurement ease Time to value
Software license terms Deployment options
Software governance Return on investment (ROI)
Pricing flexibility Contractexecution
o With AWS Marketplace
Spend management -~ Other Sources

ITDMS feel 2.4x better about

purchasing using AWS Marketplace
compared to other sources.

aWs | &raws marketplace



Webinar summary

Create a path to innovation for your organization
Validate your system’s resiliency using Chaos engineering
Safely rollout code and test in production with feature management

Easily experiment with software using AWS Marketplace

© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS \:i:,- aWS ma rketp I.a Ce



e/ aws marketplace

B

Adrian Cockcroft

VP Cloud Architecture Strategy
AWS

@adriancockcroft in

(25

¥

Thank you!

Yaniv Bossem
Solutions Architect
AWS
@yanivbossem in|




