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“a picture of a very clean living room”

StackGAN, 
Zhang et al.

Stable Diffusion,  
Rombach et al.

Rise of large-scale models
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Large-scale models lead to better results

Scaling Laws for Neural Language Models
Kaplan et al., 2020
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Challenges with training large-scale models

Hardware

Cost

OrchestrationHealth checks

Scaling upData
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SageMaker accelerates large-scale 
model training
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Large-scale training on SageMaker

NVIDIA GPUS 
A100, V100, K80, T4, A10 AWS Nitro 400/800 Gbps

EFA Networking CPU instances AWS Trainium

AMAZON SAGEMAKER TRAINING

Large Scale Cluster 
Orchestration NCCL Health Checks Resilient training SageMaker 

Compiler Warm pools SSH to container

Data loading Debugger Profiling Experiment tracking Hyperparameter 
optimization

Pay for what 
you use

ML COMPUTE INSTANCES & ACCELERATORS

Hugging Face SageMaker Distributed 
Training Libraries

Bring your own library (e.g. 
DeepSpeed, Megatron)

OPTIMIZED DISTRIBUTED TRAINING LIBRARIES & FRAMEWORKS

TensorFlow, the TensorFlow logo and any related marks are trademarks of Google Inc.
PyTorch, the PyTorch logo and any related marks are trademarks of Facebook, Inc.
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Amazon SageMaker ephemeral training clusters

SageMaker Volume

model.fit()

Sends your data

SageMaker Instance
Docker 
Container

Write trained 
model to 

Amazon S3

Downloads your image

SageMaker Instance

SageMaker Notebook

Fully managed by SageMaker

Streams logs to 
CloudWatch

SageMaker
control plane

Stores metadata with 
hyperparameters

docker run 
image trainAmazon S3

Amazon CloudWatch

Amazon ECR

Or third party registry
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Train with your own deep learning model
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Accelerate local ML code conversion to training jobs
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Replicate experimental results by default
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Hosted TensorBoard

Automated TensorBoard app management
provides a pre-configured and managed TensorBoard interface, which can save data 
scientists time by eliminating the need to install and configure TensorBoard on their 
own.

Automated data management
easily configure TB data uploaded to S3 with the training job by passing an API argument 
(TensorBoardOutputConfig) 

Scalable
designed to meet the needs of large-scale distributed machine learning workloads by 
having the UI automatically hosted on memory optimized r5 instances

Security
provides a secure and reliable environment for storing and processing machine learning 
data
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LG’s Tilda, the AI artist powered by EXAONE

“. . . we could optimize distributed training and were 
able to train the model faster by 59% . . .”
Seung Hwan Kim , Vice president and vision lab leader at LG AI Research
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Sharded data parallelism with tensor parallelism

13
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Falcon
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Getting Started

Product page

aws.amazon.com/sagemaker/train/

Technical Documentation

docs.aws.amazon.com/sagemaker/latest/dg/how-it-works-training.html

SageMaker examples on GitHub 

github.com/aws/amazon-sagemaker-examples

Training LLMs on Amazon SageMaker: Best Practices

https://aws.amazon.com/blogs/machine-learning/training-large-language-models-on-amazon-sagemaker-best-practices/

https://aws.amazon.com/sagemaker/train/
https://docs.aws.amazon.com/sagemaker/latest/dg/how-it-works-training.html
https://github.com/aws/amazon-sagemaker-examples
https://aws.amazon.com/blogs/machine-learning/training-large-language-models-on-amazon-sagemaker-best-practices/


© 2023, Amazon Web Services, Inc. or its affiliates.

Thank you!
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Gal Oshri
@galoshri
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